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As AI systems move from experimental pilots to mission-critical infrastructure, their
robustness becomes a matter of operational survival. When a customer service chatbot
hallucinates, the consequences are manageable. When an AI system managing hospital
patient flow fails, or a financial trading algorithm behaves unpredictably, or an autonomous
vehicle misinterprets sensor data, the stakes are existential for organisations and
potentially life-threatening for individuals [1,2,3].

The UK's increasing reliance on AI across critical sectors creates new categories of risk.
Recent incidents illustrate the challenge: AI-powered fraud detection systems at major UK
banks have experienced periods of degraded performance during peak transaction times
[4]; NHS trusts deploying AI diagnostic tools have reported inconsistent results across
different patient populations [5]; and automated decision systems in local government
have produced unexpected outputs when encountering edge cases not represented in
training data [6]. These aren't hypothetical scenarios—they represent the current reality of
AI deployment at scale.

Robust AI is about deliberately managing four interconnected technical challenges:
security vulnerabilities that adversaries can exploit; reliability failures that degrade
performance unpredictably; data quality issues that undermine system accuracy; and
operational fragility that prevents graceful degradation under stress. Addressing these
challenges requires engineering discipline, governance frameworks, and procurement
practices that prioritise resilience alongside capability.

INTRODUCTION: WHY RESPONSIBLE
AI MATTERS NOW
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The 4 Pillars
of Robust AI

The framework described here draws on evidence from UK incidents, international
standards including ISO/IEC 42001, and research from the National Cyber Security Centre,
Alan Turing Institute, and leading industry practitioners. It provides senior leaders and
policy makers with the technical grounding needed to ask the right questions and make
informed decisions about AI resilience.



TECHNICAL
FOUNDATION OF
AI ROBUSTNESS

Furthermore, AI systems are statistical
in nature. They don't "know" facts the
way humans do; they have learned
correlations and patterns that usually
produce appropriate outputs. This
means they can fail in ways that seem
inexplicable—producing confident-
sounding nonsense, missing obvious
patterns, or behaving unpredictably
when encountering situations outside
their training distribution.

The Attack Surface Problem
AI systems present a dramatically
expanded attack surface compared to
traditional software. Beyond
conventional cybersecurity
vulnerabilities (network intrusion,
authentication bypass, SQL injection),
AI systems are vulnerable to attacks
that exploit their learning mechanisms
[8]. Adversaries can craft inputs
specifically designed to cause
misclassification, manipulate training
data to poison model behaviour, or
extract sensitive information
embedded in model weights.
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Before examining specific robustness
dimensions, it is essential to understand
why AI systems are inherently more
fragile than traditional software, and
what technical characteristics create
vulnerability.

Why AI Systems are Different
Traditional software follows explicit,
deterministic rules written by
programmers. When something goes
wrong, engineers can trace the logic,
identify the bug, and fix it. AI systems,
particularly those based on machine
learning and large language models,
operate differently. They learn patterns
from data rather than following explicit
rules, making their behaviour harder to
predict and debug [7].

This fundamental difference has
profound implications for robustness. A
traditional software bug produces the
same wrong output every time given
the same input. An AI system might
produce different outputs for similar
inputs, might fail in ways that depend
on subtle characteristics of the data,
and might degrade gradually rather
than failing obviously.
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Key Technical Characteristics That Affect Robustness

Understanding these core aspects of AI matters for robustness because modern AI
systems have characteristics that create specific vulnerabilities.

Sensitivity to input distribution: AI systems perform well on data similar to their
training data but can fail unpredictably on out-of-distribution inputs. A facial recognition
system trained on well-lit, frontal photographs may fail dramatically on images taken in
different lighting conditions or angles. This isn't a bug that can be simply fixed—it's
inherent to how these systems learn [9].

Lack of graceful degradation: Traditional systems often fail in predictable ways that
allow for error handling. AI systems can fail silently, producing outputs that look
plausible but are completely wrong. A language model might generate confident-
sounding medical advice that is factually incorrect, with no indication to the user that
something has gone wrong [10].

Complexity and opacity: Modern AI models contain billions of parameters, making
them impossible to fully audit or understand. Even their creators cannot always explain
why they made specific decisions. This opacity creates challenges for security
(attackers can exploit unknown vulnerabilities), reliability (failures may occur in
unpredictable circumstances), and debugging (root cause analysis becomes extremely
difficult) [11].

The Foundations of Robust AI
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Dependency on external components: AI systems typically depend on complex
software stacks, cloud infrastructure, and third-party services. A vulnerability in any
component can compromise the entire system. The supply chain for AI includes pre-
trained models, datasets, and tools that organisations may not fully control or
understand [12].

Temporal drift: AI systems can degrade over time as the real-world data they
encounter diverges from their training data. A fraud detection model trained on 2023
transaction patterns may perform poorly against 2026 fraud techniques. Without
continuous monitoring and retraining, performance erosion is inevitable [13].

Emergent behaviours at scale: Large AI systems can exhibit behaviours that were
not present in smaller versions or during testing. Capabilities—and vulnerabilities—can
emerge unpredictably as models grow larger, making it difficult to anticipate how
systems will behave in production [14].

Resource intensity and latency: AI inference requires substantial computational
resources, creating potential bottlenecks under load. Systems designed for average
traffic may fail during peak demand, precisely when reliable performance is most
critical. Latency variations can also cause cascading failures in systems that depend on
timely AI outputs [15].
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Why This Technical Foundation Matters

Understanding these characteristics highlights four key areas for building robust AI
systems:

Security and adversarial resilience challenges arise because AI systems can
be attacked through their learning mechanisms, not just traditional cyber
vulnerabilities.
Reliability and performance problems stem from the statistical nature of AI
and its sensitivity to data distribution, creating unpredictable failure modes.
Data integrity and quality issues arise because AI systems are fundamentally
dependent on training data, and corrupted or biased data produces unreliable
outputs.
Operational resilience requirements accelerate because AI systems create
new categories of failure modes that require new approaches to monitoring,
incident response, and recovery.

None of these challenges can be addressed purely through technical fixes. All require
governance frameworks, procurement standards, and operational practices that embed
robustness considerations throughout the AI lifecycle.

07Robut AI

Key Steps in Robust AI



SECURITY AND ADVERSARIAL
RESILIENCE: PROTECTING AGAINST
THREATS
The Challenge

AI systems face a unique threat landscape that combines traditional cybersecurity risks
with novel attack vectors specific to machine learning. Adversarial attacks—carefully
crafted inputs designed to cause AI systems to fail—have moved from academic
research to practical concern. Nation-state actors and sophisticated cybercriminals are
actively developing capabilities to exploit AI vulnerabilities [16].

Recent UK incidents illustrate the stakes. The National Cyber Security Centre has
warned of adversarial attacks against AI systems in critical infrastructure [17]. Financial
services firms have reported attempted manipulation of AI-driven trading systems [18].
Healthcare organisations have discovered vulnerabilities in AI diagnostic tools that
could be exploited to cause misdiagnosis [19]. These attacks are not theoretical—they
represent active threats that organisations must defend against.

The principle of AI security is straightforward: organisations must protect against attacks
that exploit the learning mechanisms of AI systems, not just traditional cyber
vulnerabilities. In practice, this requires understanding new attack types, implementing
defence-in-depth strategies, and maintaining vigilance as the threat landscape evolves.

What Works: Evidence-Based Security

Leading organisations have adopted several practices that improve AI security:

Adversarial testing: Before deployment, AI systems undergo rigorous testing
with adversarial inputs designed to cause failure. Red teams specifically trained in AI
attack techniques probe systems for vulnerabilities. Organisations establish security
thresholds and don't deploy systems that fail to meet them [20].
Input validation and sanitisation: Systems implement multiple layers of input
validation to detect and reject potentially adversarial inputs before they reach the
AI model. This includes statistical anomaly detection, input bounds checking, and
pattern matching against known attack signatures [21].
Model hardening: Techniques such as adversarial training (training models on
adversarial examples), defensive distillation, and ensemble methods make models
more resistant to attack. While no defence is perfect, hardened models are
significantly more difficult to manipulate [22].
Supply chain security: Organisations verify the provenance of pre-trained
models, datasets, and tools. They scan for known vulnerabilities, validate model
integrity, and maintain inventories of AI components with their security status [23].

Robust AI 08
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UK Evidence and Policy Landscape

The National Cyber Security Centre has published guidance
on securing AI systems, emphasising the need for AI-specific
threat modelling and defence strategies [24]. The NCSC's AI
Security Framework provides a structured approach to
identifying and mitigating AI-specific risks.

The UK government's Secure by Design principles are being
extended to cover AI systems, with forthcoming guidance
expected to mandate security assessments for high-risk AI
deployments [25]. Financial regulators including the FCA
and PRA have issued guidance on AI model risk management
that includes security considerations [26].

ISO/IEC 42001, the international standard for AI management
systems, includes security requirements that organisations
pursuing certification must meet [27]. Early adopters report
that certification drives significant improvements in security
practices.

Areas for Investigation and Awareness

Senior leaders and decision-makers should be aware of and
investigate:

Threat modelling practices: How comprehensively
are AI-specific threats being identified and assessed? Are
adversarial attack vectors included in security
assessments alongside traditional cyber risks?
Adversarial testing capabilities: What capabilities
exist for red-teaming AI systems? Are testing
methodologies keeping pace with evolving attack
techniques?
Supply chain visibility: What visibility exists into the
provenance and security status of AI components? How
are third-party models and datasets being validated?
Incident response preparation: Are incident
response plans updated to address AI-specific attack
scenarios? Do response teams have the expertise to
investigate AI security incidents?
Regulatory alignment: How aligned are current
practices with NCSC guidance and emerging regulatory
requirements for AI security?



RELIABILITY AND PERFORMANCE:
ENSURING CONSISTENT OPERATION
The Challenge

AI system reliability differs fundamentally from traditional software reliability. A database
query either returns the correct result or fails with an error. An AI system might return a
plausible-looking result that is subtly wrong, might perform differently on seemingly
similar inputs, or might degrade gradually in ways that are difficult to detect until
significant harm has occurred [28].

The evidence on AI reliability in the UK is concerning. Studies have found significant
performance variation in AI diagnostic tools deployed across different NHS trusts, with
accuracy dropping substantially for patient populations underrepresented in training data
[29]. Financial services AI systems have shown performance degradation during market
volatility, precisely when reliable predictions are most valuable [30]. Automated decision
systems in public services have produced inconsistent outcomes for similar cases, creating
fairness and legal compliance challenges [31].

Why does reliability fail? Several factors contribute: training data that doesn't represent
the full range of production conditions; testing that focuses on average performance
without examining edge cases and failure modes; deployment environments that differ
from testing environments; and a lack of ongoing monitoring to detect performance
degradation over time.

What Works: Practical Interventions

Organisations achieving reliable AI deployment follow several practices:
Comprehensive testing strategies: Beyond measuring average accuracy, robust testing
examines performance across subpopulations, stress conditions, and edge cases.
Organisations define minimum performance thresholds for all relevant scenarios and don't
deploy systems that fail to meet them [32].

Uncertainty quantification: Rather than producing single-point predictions, AI systems
are designed to express confidence levels. When the system is uncertain, it can flag
outputs for human review or decline to make predictions. This prevents overconfident
wrong answers [33].

Robust AI 10
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Continuous monitoring: Production systems are instrumented to continuously measure
performance metrics, detect drift, and alert operators to degradation. Dashboards provide
real-time visibility into system health [34].

Graceful degradation design: Systems are built to fail safely when AI components
underperform. Fallback mechanisms (such as rule-based systems, human escalation, or
conservative defaults) ensure that AI failures don't cause catastrophic outcomes [35].

Performance SLAs and governance: Clear service level agreements define acceptable
performance bounds, and governance processes ensure accountability for meeting them.
When SLAs are breached, defined escalation procedures trigger remediation [36].

UK Evidence and Policy Landscape

The Medicines and Healthcare products Regulatory Agency (MHRA) has established
requirements for AI medical device reliability, including clinical validation requirements
and post-market surveillance obligations [37]. These provide a model for reliability
requirements in other high-stakes domains.

The Financial Conduct Authority's guidance on AI model risk management emphasises the
need for ongoing performance monitoring and validation, recognising that initial testing
alone cannot ensure reliability [38]. The Bank of England has highlighted AI reliability as a
systemic risk concern.

The Alan Turing Institute's research on AI robustness provides technical frameworks for
testing and monitoring that organisations can adopt [39]. Industry initiatives are developing
benchmarks and standards for AI reliability measurement.

Areas for Investigation and Awareness

Senior leaders and decision-makers should consider:

Testing comprehensiveness: How thoroughly are AI systems tested across different
conditions, populations, and edge cases? Are performance thresholds defined and
enforced for all relevant scenarios?
Uncertainty handling: Do AI systems express confidence levels? What happens
when the system is uncertain? Are there ways to prevent overconfident wrong outputs?
Monitoring and alerting: What monitoring exists for production AI systems? How
quickly would performance degradation be detected? What alerting thresholds exist?
Graceful degradation: What fallback mechanisms exist when AI components fail or
underperform? How are these fallbacks tested and maintained?
Performance governance: What service level agreements govern AI performance?
What accountability mechanisms exist when performance falls below set levels?



DATA INTEGRITY AND QUALITY:
BUILDING ON SOLID FOUNDATIONS
The Challenge

AI systems are only as good as the data they're trained on and operate with. Data quality
issues that might be minor annoyances in traditional analytics become critical
vulnerabilities in AI systems. Corrupted training data can permanently embed incorrect
behaviour. Missing data can create blind spots in system capabilities. Stale data can cause
systems to operate on outdated assumptions [40].

The evidence on data quality challenges in UK AI deployments is substantial. Healthcare
AI systems have shown degraded performance when deployed on data from different
electronic health record systems than they were trained on [41]. Financial services AI has
been compromised by data quality issues in transaction feeds, causing significant false
positive rates in fraud detection [42]. Public sector automated decision systems have
produced incorrect outcomes due to inconsistencies in data from different government
databases [43].

Data integrity threats extend beyond quality issues to deliberate manipulation. Data
poisoning attacks—where adversaries deliberately inject corrupted data into training sets
—can cause AI systems to learn incorrect behaviours that are extremely difficult to detect
[44]. As organisations increasingly rely on external data sources and crowdsourced
labelling, supply chain risks multiply.

What Works: Frameworks for Responsibility

Data quality pipelines: Automated pipelines validate data at every stage from
collection through training to inference. Quality checks include completeness
validation, consistency verification, freshness monitoring, and anomaly detection [45].
Provenance tracking: Comprehensive lineage tracking documents where data
comes from, how it was processed, and who has access. This enables rapid
identification of issues and supports audit requirements [46].
Data versioning and reproducibility: Training datasets are versioned alongside
models, enabling reproduction of training runs and investigation of issues.
Organisations can roll back to previous data versions if problems are discovered [47].
Integrity monitoring: Continuous monitoring detects data drift (changes in data
distributions over time) and data quality degradation. Alerts trigger when data
characteristics move outside acceptable bounds [48].
Supply chain security: External data sources are vetted for reliability and security.
Contracts with data providers include quality guarantees and liability provisions.
Critical data dependencies are identified and alternatives maintained [49].

Robust AI 12
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UK Evidence and Policy Landscape

The Information Commissioner's Office has issued guidance
on data quality requirements for AI systems, emphasising that
GDPR's data quality principles apply to AI training data and
must be demonstrable [50]. Organisations using personal
data for AI must be able to show that the data is accurate,
relevant, and up to date.

The UK government's Data Standards Authority is developing
guidance on data quality for AI applications in the public
sector [51]. This includes requirements for data
documentation, quality metrics, and governance processes.

Industry initiatives, including the Open Data Institute's Data
Ethics Canvas and the Partnership on AI's data standards
work provide frameworks organisations can adopt to
improve data governance [52].

Areas for Investigation and Awareness

Senior leaders and decision-makers should consider:

Data quality processes: What systematic processes
exist for validating data quality at each stage of the AI
pipeline? How comprehensive are quality checks, and
what happens when data fails validation?
Provenance and lineage: Can organisations trace
data from source through processing to model training?
Is this documentation sufficient for audit and incident
investigation?
Drift monitoring: What monitoring exists to detect
changes in data distributions over time? How quickly
would significant drift be detected and addressed?
Supply chain risk: How dependent is the organisation
on external data sources? What due diligence has been
conducted on data providers? What contingencies exist
if data sources become unavailable or compromised?
Regulatory compliance: How aligned are data
practices with ICO guidance and emerging regulatory
requirements for AI data governance?



OPERATIONAL RESILIENCE:
MAINTAINING CONTINUITY
The Challenge

AI systems create new categories of operational risk that traditional business continuity
frameworks don't adequately address. When AI is embedded in critical processes, its failure
affects not just a single application but potentially cascades across dependent systems and
business functions. Recovery from AI failures is complicated by the difficulty of
understanding what went wrong and ensuring it won't recur [53].

UK organisations have experienced significant AI operational failures. Cloud provider
outages have disrupted AI services across multiple sectors simultaneously, revealing hidden
dependencies [54]. Model updates intended to improve performance have instead caused
production failures, with rollback complicated by data state changes [55]. Capacity
constraints during peak demand cause AI systems to fail when they are most needed [56].

The concentration of AI capabilities among a small number of providers creates systemic
resilience concerns. When organisations depend on the same foundation models, cloud
platforms, and tooling, a single point of failure can affect entire sectors. Regulatory bodies
have begun treating this concentration as a systemic risk requiring specific attention [57].

What Works: Evidence on Successful Transitions

Comprehensive dependency mapping: Organisations document all dependencies of
their AI systems, including infrastructure, data sources, model components, and third-party
services. This mapping enables identification of single points of failure and risks [58].

Redundancy and diversity: Critical AI systems incorporate redundancy at multiple levels
—infrastructure, models, and data sources. Where possible, diversity (using different
approaches or providers) reduces the risk of correlated failures [59].
Chaos engineering for AI: Organisations proactively test resilience by deliberately
introducing failures—taking down components, corrupting inputs, simulating adversarial
attacks—and observing system behaviour. This reveals weaknesses before they cause
production incidents [60].

Runbook development and testing: Detailed operational runbooks document
procedures for common failure scenarios, including AI-specific incidents like model
degradation, adversarial attacks, and data pipeline failures. Regular drills ensure teams can
execute these procedures under pressure [61].

Vendor and concentration risk management: Organisations assess and manage their
exposure to key AI providers. Exit strategies, alternative suppliers, and contingency plans
reduce dependency on any single vendor [62].

Robust AI 14
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UK Evidence and Policy Landscape

The Bank of England and Financial Conduct Authority have
designated certain third-party providers as "critical" under the
operational resilience framework, with AI cloud providers
likely to be included as the framework evolves [63]. Financial
institutions must demonstrate they can maintain important
business services even if critical AI providers fail.

The Digital Operational Resilience Act (DORA), while EU
legislation, affects UK financial services firms operating in
Europe and provides a model for AI operational resilience
requirements [64]. The FCA has indicated it is considering
similar requirements for UK-only firms.

NHS Digital's guidance on AI deployment includes operational
resilience requirements, recognising that healthcare AI must
maintain availability and performance even under adverse
conditions [65].

Areas for Investigation and Awareness

Senior leaders and decision-makers should consider:

Dependency visibility: How comprehensively are AI
system dependencies documented? Are single points of
failure and concentration risks identified and addressed?
Resilience testing: What testing occurs to validate AI
system resilience? Are chaos engineering or similar
approaches used to proactively identify weaknesses?
Incident response capability: Are operational
runbooks updated for AI-specific failure scenarios? Do
response teams have the skills and tools to diagnose and
remediate AI incidents?
Recovery capabilities: What is the recovery time
objective for AI systems? Can organisations actually meet
these objectives, and has this been tested?
Vendor concentration: What exposure exists to key AI
providers? What contingency plans exist if critical
providers become unavailable?
Regulatory alignment: How prepared are organisations
for emerging operational resilience requirements that
include AI systems?



CONCLUSION: A PATH FORWARD

National Cyber Security Centre: Guidance on AI security and machine learning.
https://www.ncsc.gov.uk 

Alan Turing Institute: Technical research on AI robustness, reliability, and safety.
https://www.turing.ac.uk

ISO/IEC 42001: International standard for AI management systems including robustness
requirements. https://www.iso.org/standard/81230.html

Financial Conduct Authority: Guidance on AI model risk management.
https://www.fca.org.uk

MHRA: Guidance on AI as a medical device. https://www.gov.uk/mhra

UK AI Safety Institute: Research on AI safety and robustness evaluation.
https://www.aisafety.gov.uk
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Robust AI is not a luxury for organisations deploying AI at scale—it is an operational
necessity. As AI moves from experimental applications to mission-critical infrastructure,
the consequences of failure grow proportionally. Organisations that treat robustness as
an afterthought will face incidents that damage operations, reputation, and potentially
human welfare.

The four dimensions examined here—security and adversarial resilience, reliability and
performance, data integrity and quality, and operational resilience—are interconnected.
Security vulnerabilities can cause reliability failures. Data quality issues can create
security vulnerabilities. Operational fragility can mask all other problems until a crisis
reveals them. Organisations must address all four dimensions systematically.

The evidence is clear: organisations investing in robustness experience fewer incidents,
recover faster when incidents occur, and build the trust necessary for AI adoption at
scale [66,67]. This investment pays dividends in reduced incident costs, maintained
customer confidence, and regulatory compliance.

The UK has an opportunity to lead in robust AI deployment. Our regulatory frameworks
are evolving to require robustness. Our research institutions are developing the technical
foundations. Our organisations can adopt best practices now, positioning themselves for
competitive advantage as AI becomes ever more central to economic activity.

FURTHER READING & RESOURCES
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